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From hint ( b )
, we see that the induced magnetization ultimately

depends on the log of the partition function & it's derivative  with

respect to the magnetic field #
.

Therefore we need to demonstrate that
, classically ,

QN is not

a function  of H
, even when the Hamiltonian  is . In general ,

QN is

given by

QN "

law fd3Npfd3rq

EPA
wl A = Hamiltonian

In the presence of an  external magnetic field #Ext
,

where At
is the

magnetic vector potential , me have

ftp.g
) →

tlp
- EI

,
g- )

Therefore he see that the field merely shifts the components of the

momenta . We can define  a shifted momenta

P→ ftp.EA
⇒

ftp.EA.atAtp'
, g)

Since he are integrating each component of the momenta from - a to a
,

shifty to To
'

does not change the limits  of  integration



http://www.feynmanlectures.caltech.edu/II_34.html

As a result

QN=µ÷µn fd3p' foeq e- P # 45 ' i )

which is  indistinguishable from the partition function in the absence of
an external magnetic field

.

Therefore
, according #  classical statistical mechanics

,

eren in the presence of  an  external fold #

M=fg¥)=kt¥lnQn=°
Then is no diamagnetism in classical SM

Why? Diamagnetism Is the result  of  electrons  experiencing a

torque from the magnetic Field
,

which changes their magnetic  moments /
angular momenta . However

,
in classical mechanics

,
these changes

cancel out because the angular momenta  of  electrons can take on

any Value . It 's only in quantum mechanics ,
when we restrict the

values of the angular momenta do he see diamagnetic  effects .

Great resource for this :



7. 5)

a) From the previous problem we saw that M is given by
M= KT d- bn Qn �1�

OH

Therefore he need to compute QN .
The partition function is given by

QN = C f d3nqfd3Np e- HTHP , 9) - nH ¥
,

cosh ) CeadonnsttadetpseIts
#

If he choose our coordinate  system so that # is  aligned wl the
Z - axis & define E

, Icost ,

⇒ QN= C f dmp fdnrfdnyfdE,
...den e- PHlPi9tµH¥

,

Fi
)

= C [fotpdrdy§
,

dz e-Fair , 4¥ ) + pm HE

]NNow he can't evaluate the integral without knowing the form of
Tl ( p , g) ,

but if we assume that . thedepended of Tlcp, q ) on E
is much weaker than MPHE ,

then he can approximate that
when ago)

is

QN = C [fdsspdrdy EPH§ DE EPMHE ]N the partition function in

the absence

= Qig '

[ § deem "→ ] = Qin '

(2%4+1*5
)N%Ex¥hu

feed
#

Up to a constant



So now we use Equ �1� to solve for the magnetization

Me ktgflnqwnhtfften ( 2w{hnPµnH-)

= NkTpµH_ ( 2pm
'

Hsinhpmh - 2pµwshpmH
Zcoshpmlt =p#-)

= Nktfpmeothpm't - At )
M = µN ( cotho - 110 ) 0=µH1kT=pµH

b) The magnetic susceptibility is given by

µ = Off MI mean magnetization of system

For this problem m= MIN

⇒ X= tfgnf
= KT ( ¥ - p2m2csch2puH )

4= m÷t( ot -
csoio )

c) At high temperatures f → 0

X= A (ot - ecsclio ) g
Taylor expansion

H of csch2G  about

=a[to .ooh - ÷+¥+oco4D ]
←  0

H

⇒

x±n#
= It = XK→ . >

:
. we see Curie constant given by C=µ43k



7. 6)



We can start by constructing the partition function based on this

Hamiltonian

QN =

ten |d3npfd3nrePi¥P%m
- BE,vdErID q

For this problem we want to solve for the equation  of state
,

which

we can find by solving for the pressure .

P= - (gyn
,

=

ktvllnqn �2�

Therefore
,

the only information that we need from Eqh .

�1�
are the

parts of QN that depend on V .
So we Can rewrite QN as

QNt@hNwfd3WpePEFPiknfffnfd3nreP.E

;
ktritrt ) )

÷  
' deal

← partition function for  an  ideal

N gas
Qw
=Qjdedfd3Nr

# Epvckirsl )

#

Now defining I + fij  =e- PVIJ w/ vijt V ( IF - FJD ,
he define

the connection function

£
 

=vtnfdsnr # ( ltfij )

⇒ Qn= Qindea EPlugging this into Eqn �2�¥=E(enQnita+enE)
~ where we used the knowledge that

= W_ + ¥2 pV=NkT is the ideal gas law
✓ &

that  he  would derive from fflhqidnlm



If we switch to the notation v = VN

⇒

IT = + + In 0k€
V 2v

Or defining the function required for the problem
~

z = twlnz
⇒Put = 1 + v 8¥

b) In this part we just need to expand the product

, #( 1 + fij ) = 1 + §. fig  + § Ee fijfuet ' ' '

If this expansion  is not  obvious
,

consider just 3 particles so that

till + fij ) = ( 1 + fin ) ( I + f. 3) ( Hfzs )
= ( 1 + f.  ztf , 3

+ fnf , }
) ( I + £3 )

= 1 + f , ztf ,
+ f. + f. zf ,

+ fnfat £3£3 + f. zf , 3 £3
= 1 + tfgfij + §

, tfefijfhe +  '  '  -

For this problem he will focus on the first two terms

me
⇒ ZG . F) = f- lnf.tn/fd3nra)+fd3NrEgfijt. .  - ) ]

= ln [ 1 + two fd3Nr fij ]
"N

The remaining Integral only depends  on 2 of N particles (particles i
& j ) therefore  he can trivially integrate over d3Ntr

Z ( v. T ) = ln [ 1 + utnq VN
'  2fd3rid3rj fij

]%



We can rewrite the integral our the positions of particle i & j by defining
the separation vector

F = F.  - Fj  wl off = 1

⇒ fd3rid3rj f ( IF - Fjl ) = fd3rjd3r f- ( IFI )

We see that the integrand on longer depends on |d3rj so we can evaluate
this  immediately

⇒ ZGT ) = ln[ 1 + f- qgfosrflr) + .  . . ]
"N

The sum §,
will essentially give us W (NH) 12 identical copies  of

the integral . Approximating that N - FN for N > > 1
,

we have

Z( v. T ) = dn[ , + N÷zfd3r ffr ) + .  . . ]
" N

Despite what the book has written
,

I think this is the right answer .

C) When Working with low densities
, he can perform the viral expansion

of the equation  of State

I = 1 + Bz A) p + B
,

CT) 2 + . . .

pkt P

when p= Yv < < 1 & the Coefficients B ; IT ) an known as Vinal

Coefficients .
For  ideal gases ,

when intermolecular interactions an

dismissed Bill ) = 0
.

For low - densities we only need to  retain the
first  correction

, B< H ) .

We see that  our solution to part ( b ) is this Same expansion ( times N )
,

but
he have taken the log of this expansion .

Therefore
,

Since he An dealing
with low - densities

,
we only need to keep the first the terms , leading to

Zlv ,T ) = f- ( Ntgfdrflr ))



Or recognizing that f  is only a function  of trl
,

ve further simplify to

Zlv ,T)= ztr §4# rzfcbdr

⇒ P¥ = 1 +  vafz (ztf §dr4tr2flD)
⇒ Pf = 1 - ¥ §drHtr2fCr)

Or in the language of the what expansion

1¥ = 1 + Bz G) p w/ Bit ) = - 2t§drr2fCr)


