
HW # 5 Solutions Problems 6.2 , 6.3 , 6.4

-

6. 2)

As we add more energy to a system ,
there becomes an increasing number of

waysthat  we  can divide this energy across thesystem .
As  aquid estimate

,

consider the number of  ways  he  Can  organize E  units  of  energy ( where E is  an  integer ) is

givenby E ! . In thermodynamics , we expect E to be large ( recall U= FNKT
and N is large ) ,

Therefore
, applying Stirling's approximation , we see that the

number of  ways  we can  organize E units  of  energy goes like

~ EE e-
E ~ EE for large E

Therefore  even small increases in E will lead to  exponential growth . Because of
this exponential growth , even if he increase E by 1

,a see that

tE¥¥
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= ECI+ ⇒ Et '
= Eexp [( Eti )ln( HE) ]=Eexp[ ltte] ~ E → 1

Therefore even  small increases lead to large growth . Therefore
, even if  we consider

all of the ways  we  can divide units  of  energy E ' L E , they anstill
subdominant

to the number of  ways we can  organize E units of  energy .
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Plugging in large values  of E to the final expression , you  would find that

this is
< < 1

.

Now  microstates  in ensemble represent different  Ways  energy can be used /
Organized / divided - up among the system .

Therefore
,

based on the analysis  above
,

most of the microstates will have  an  energy E
,

because these microstates

will overwhelmingly outnumber the microstates  of  States  wl energies less than
E

.

Ultimately ,
whichever ensemble we  use  will lead to the same result

,
because in

both instances
,

most microstates have energy E & : E represents the internal

energy of the actual thermodynamic system .



6. 3)

(a) This is similar to the problems we tackled in Problem session 4
.

In

this  case
-

he have particles that  can take energies Ej n ;
 =  occupation  number

defined for  each

Ej
= j E

, j= 0,1; U= Flo nj Ej ; N=§o nj energy level j .

To find the entropy we want to find the member of  microstates
in which N particles  can be  arranged in the two energy Statesto
satisfy a total energy U for the system . Only particles in the t

,

state contribute to U .

⇒ n
,

= HE ,
= HE

The number of microstates can be calculated by determining the amount

of ways we can split  up
U

among the N particles .

But  only h , particles
contribute to the energy ;therefore

,alternatively we  can think of the
number of  microstates  as the number  of  ways  he  can  arrange N particles

into  a subset  of n
, particles , given by n ,

=  u/E .

Thus  is  simply given by
R = ( hp ) = NI D= # of microstates

( N - YE ) ! YET (nu) = binomial coefficient

Taking the natural log & applying Stirling's  approximation  of lnn ! anlnn - n

Sek[NlnN - H- ( w - HEWN - YE ) + NHK- 4Eln4e  +  HE]
he [ Nlnn - ( w - YE ) ln ( N - YE ) - YELNYE ]

Or defining XI U / NE

S=Nk[ in (1) + xbn ( ⇒ ]1- x



b) Recall that the mean square fluctuations of  a  variable × an

< ( x - xp > = < xz > txz - Texas

Where  I is the average value & < X > is the most probable value

of  × and < XZ > is the Most probable value of  ×2 . In  Statistical mechanics

we understand the average as the most probable value
,

so that

< ( x . xp ) = 6×2 > - < × >
2

For this  system , given  energy U
,

then n ,
must be  equal to UIE .

Therefore
,

even  when considering an  ensemble  of these  systems ,
all system

must have n ,
= HE & no  = N - YE given energy U . Fluctuationscan

only exist if there is  some  uncertainty in U
.

• : 4h ,
- A ,

P ) =[<uzt - < u > 2 ]1Ez

< ( no - his > = [ < (w -yet > - < wuiesy

I[ WYE+ < UWE .

WX
- some+2M¥ ]

[ < v > - sur ]lE2
o•

.  the mean  square fluctuations of both no & n
, depend on the

mean square fluctuations  of U
.

C) From the micro canonical ensemble framework , the temperature is given by

t.CI )✓= ICE )= It

,n÷
- Yat - may + nearly ]

Note that the first 3 terms cancel & d&/dU= YNE

⇒ f- = ¥ bn (Nf . 1 )
← We see that this is  negative 

iffw¥< u < NE

using N=  not  n ,
& U = En

,

-
⇒

hoff < n ,
< not  n

,

Obviously the upper bound is  always  satisfied  o : the defining criteria  is

when
'  '

noted < n
,

⇒ no < n
,



d) I think it  is helpful to first examine the types  of bounds a negative
temperature puts  on

the
entropy . So consider when

0=j
NE when

je E.I ] ⇒x=j⇒ S = by# + jlnltjt )
Nk

Therefore  as j increases from zt → 1 ( i.e.  as we increase the energy
of  the system )

'

we find that

LI E 0 ← This  can be seen by Plotting j From He 1

Nk

In fact  if we look @ The critical points  

of Slj )

⇒ 0 = ( l - j ) + h ( ¥ ) -

y÷ ⇒ jek

By plotting S
,

we  indeed see that S is  maximized when U=N¥
,

i. e .
 when no = n

,
. Therefore negative temperature describes  a  system that

decreases  in  entropy as you pwmp energy intothe system: In this  case ,

this  effect  is caused by bounding the energy .

Put  in contact  with a  resevoir  of positive temperature ,
the systems will

reach equilibrium by maximizing their entropy , IS >_ 0

Since DQ  =  T ds & T< 0 w/ AS 20

We see that heat can only flow from the system .
Therefore  we

interpret the negative temperature system as
" hotter

.

"



6. 4)

Let's begin by Writing Eqn (6-62) in the form

f- = N log [ I ( 3¥13
" ] + IN # + log 45ft ) ( 6.62 )

= N log ( ¥u% ) + Ns
.

so = HE + log45ha)

u =  ZKT

Where  u & so  are quantities that do not depend on N or V
.

I believe
that

,
in this problem , when asked for the entropy of  mixing , Huang is

asking for the change in  entropy due to  mixing the gases .

Therefore
,

assume 1 have two gases .
The first gas has Wi particles that

Occupy V
,

volume
,

while the Second gas has Nz particles that  occupy a

volume Vz .
If the gases  are Kept  separate ,

their combined entropy is just
the sum  of the separate  entropy for each gas

:

-
recall that So depends

on  mass  of individual

£ = Ni log (In
,

uk ) + Nz log ( Vw÷u3k) + W
,
son + Nzsoa' Particles ,  so

⇒ Soc
 D= so  using mass

of particles in

Now
,

if  we let The two The gases mix
,

we can calculate The total gas " '

entropy of the system by summing the entropy of  each gas ,
but  we

must now take into consideration that each gas  now occupies a  volume

V ,
+ Vz

⇒ §mix= N
, log (Ytfku " ) + Nzlog (HE ish) + N

, so
" ' + Nusom

⇒
and = Sniff = N , log µfy÷) + Nolog (Ytd )

Which we can  rewrite  as AS = N
, klog( VN , ) + Nzklog( VN .

) K V ,tVz

If we  are dealing with identical gases at the same temperature & pressure
,

then
the ratio W

,
N ,=NzNz= Nitwzlk is Constant , Additionally , Once the gases

begin to  mix
,

we have to Treat thus  mixture  as 1 gas with w=N it We particles in  a  volume V

⇒ Smix = Nk log ( Fisk ) + Wks
.

←
ainddusetrytonstnhasinty of

⇒ AS = 0 just  as we would expect .
Therefore then is no Gibbs Particles

"

paradox  in this  instance .


